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Abstract—In the feature/object tracking of eye-in-hand visual
servoing, 2D motion estimation relying only on image plane feed-
back is easily affected by vision occlusion, blurring, or poor light-
ing. For the commonly-used template matching method, tracking
performance greatly depends on the image quality. Fiber Bragg
gratings (FBGs), a type of high-frequency flexible strain sensor,
can be used as an assistant device for soft robot control. We pro-
pose a method to enhance motion estimation in soft robotic visual
servoing by fusing the results from template matching and FBG
wavelength shifts to achieve more accurate tracking in applications
such as minimally invasive surgery. Path following performance is
validated in a simulated laparoscopic scene and LEGO-constructed
scene, demonstrating significant improvement to feature tracking
and robot motion, even under external forces.

Index Terms—Eye-in-hand visual-servo, FBG, motion
estimation, soft robot control.

I. INTRODUCTION

V ISION plays an important role in robotic sensing, as it
provides a non-invasive and intuitive measurement modal-

ity [1]. Visual servoing is a control strategy that utilizes visual
feedback to close the control loop of robotic systems. It is able
to resist distance-related limitations in robotic end-effector con-
trol, with applications extending to the manufacturing industry,
military field, automobile steering and even aircraft landing [2].
Visual servoing can be classified into eye-in-hand and eye-to-
hand configurations based on the camera’s location. Eye-in-hand
cameras are embedded at the robot end-effector and enable
more flexible viewing of the workspace. Using this approach
for rigid-link robots, tele-operated object/feature tracking and
obstacle avoidance in imperfectly-modeled environments can be
achieved [1], [2]. Applications also include robotic minimally
invasive surgery (MIS), where surgical instruments and specific
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tissues or organs can be tracked intra-operatively [3], reducing
the burden of manual endoscope control.

With the rising prevalence of soft robotics, researchers also
sought to implement visual servoing to enhance their feedback
control. Due to the limited selection of sensors that are com-
patible with their highly deformable structures, soft robots [4],
[5] can take advantage of compact and self-contained camera
feedback. Wang et al. [6] first achieved eye-in-hand visual servo
control on cable-driven soft robots, and extended their work
to handle static physical constraints [7]. However, their work
focused on analytical kinematic modelling without considering
visual sensing accuracy. Additionally, they only applied the
visual servoing to a simplified non-surgical scene containing
distinct features. Similar scenarios were also used in a study
that performed visual servoing with concentric-tube robots [8].
Greer et al. [9] applied visual servoing on series pneumatic
artificial muscles, using a commercial image processing system
(Sightline Applications Inc.) for feature identification. However,
they did not consider the effect of poor feature qualities in camera
view or external disturbances.

Our previous work [10] enabled accurate path following in the
camera view with LEGO-constructed scenes. We used a typical
template matching algorithm [11] which enables visual feature
recognition for motion estimation. However, camera feedback
is sometimes unreliable since poor illumination levels or sudden
and unpredicted motions may deteriorate the image quality [12].
This will inevitably reduce the motion estimation accuracy. As
soft robots are inherently compliant and adaptive in scenarios
with high safety requirements (e.g. endoscopy and laparoscopy
[13], [14]), enhancing feature tracking and motion estimation
is essential for maintaining precise control, and therefore, effi-
ciency during interventional operations.

Researchers have proposed several ideas to use additional
sensors to assist vision-based localization or motion estimation,
among which inertial measurement units (IMUs) are a prevalent
choice. Inertial sensors offer a high tracking rate without the
requirement of external landmark references [12]. Since they can
only keep track of orientation at discrete nodes, the continuous
morphology of the robot must be predicted by extrapolation.
IMUs are embedded with magnetometers to determine 3D ori-
entation and compensate gyro drift. However, the accuracy of
magnetometers is sensitive to ferromagnetic materials, such as
surgical instruments. Special design considerations should be
taken into account because an IMU would be placed at the
robot tip and packed with the camera and LED. In interventional
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Fig. 1. (a) Example FBG wavelength shift changes from λ(k) to λ (k + 1), (b) due to the corresponding robot deformation/bending, the difference of camera
coordinate frames at k and k + 1 can be seen; (c) Incremental motion in the image plane acquired based on the displacement from the template pattern (yellow
dotted block) to the matched block (red) that is found by block sliding in the search window (purple block).

operations, additional water-proofing for the IMUs will be re-
quired. Other sensors such as electromagnetic (EM) trackers are
restricted to the workspace of the EM field generator and may
suffer from EM interference.

Optical fibers with fiber Bragg gratings (FBGs) have intrin-
sic advantages in strain-related state detection and are one of
few other sensing modalities particularly suited for soft robots.
FBGs can measure strain along optical fiber at high frequencies
(>100 Hz) based on the change of reflected wavelengths. The
fiber can be combined with soft elastic substrates to form a stan-
dalone sensor [15] or attached directly to soft manipulators [16].
FBGs have been investigated for shape and tip sensing of con-
tinuum manipulators, even in surgical tools like biopsy needles
[17], [18]. Different from sensors like IMUs, optical fibers could
reflect morphology information and are unaffected by many
environmental effects such as EM fields and water submersion
due to its optical nature. Both model-based and learning-based
position/shape estimation approaches were investigated in re-
cent work [19], [20]. As a monocular camera already enables
2D motion estimation with slow robot motion and abundant
features, it could be employed as the ground truth to train FBGs
as a motion estimator, therefore enhancing the estimation results
obtained by the camera in scenarios with poor vision.

In this letter, we propose a 2D motion sensing modality to
enhance the visual servo performance under feature-deficient
and force-disturbed conditions. This work is the first to consider
and solve the feature “drifting” problem in soft robot visual
servoing. We equip a soft continuum robot with a monocular
camera and a helically-wrapped FBG fiber along its body, thus
fusing both visual and strain sensing data. The learning-based
method is inherently advantageous in soft robot sensing using
optical fibers [21], circumventing modeling uncertainties in soft
materials. The major contributions are:

i) Development of an enhanced eye-in-hand tracking al-
gorithm by incorporating camera-based 2D motion es-
timation with sparse strain data collected by optical
fiber to improve the real-time tracking performance in
dim/feature-lacking environments;

ii) Design of a prototype endoscopic soft robot which is
integrated with a helically wrapped FBG fiber. The

learning-based motion estimation approach alleviates the
need for precise FBG placement on the soft robot;

iii) Experimental validation of the enhanced motion estima-
tion method by path tracking in laparoscopic and LEGO-
constructed scenes even under disturbance.

II. METHODS

The monocular camera enables 2D motion estimation in
the image plane between two adjacent frames. The FBG fiber
wrapped on the robot could also reflect the robot configuration
and be trained to estimate the motion (Fig. 1). By fusing the
estimations from camera and strain measurement, a controller
can enable precise end-effector motion in the image plane. The
overall control architecture is illustrated in Fig. 2.

A. Task Space Definition

The endoscopic camera mounted at the robot end-effector
allows eye-in-hand visual servoing. The actuator input at time
step k (at equilibrium state) is represented as q(k) ∈ Um, where
m denotes the dimension of actuation space. The robot defor-
mation/bending induces corresponding differences of camera
coordinate frames at time step k and (k + 1) (Fig. 1b). The
task space is defined in the 2D camera frame (Fig. 1c), with
the incremental 2D displacement denoted as Δz(k) ∈ R2. The
frame is always perpendicular to the robot tip normal. The
control objective is to generate an actuation command Δq(k),
achieving the desired movement Δz∗(k).

B. Motion Estimation on Image Plane

To estimate the 2D motion between two successive frames, a
target block of image intensity features is defined as reference
for comparison (Fig. 1c). We assume that the orientation change
of the robot is small within a short time interval (20∼30 Hz).
The change of camera orientation attributed to rotation was
found to be <5° between successive frames, which corresponds
to a movement error of <3 pixels for template matching cal-
culation [10]. In the cases of continuous robot movements,
the camera frames would follow a more-or-less planar motion.
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Fig. 2. Control architecture of the proposed control method. Parameters q and z, respectively, denote the actuation command and the position of the captured
feature in camera view. The input unit provides the positional command in the image view. A model-free feedback controller is responsible for generating the
inverse solution to the actuator, causing the object movement in the camera view as well as the change of FBG wavelength. The actual displacement after the
execution of actuation command is obtained by the weighted sum of FBG-based motion estimation and image processing.

The translational displacement in this image plane can be esti-
mated using block template matching method (Fig. 1c), named
“matchTemplate” in OpenCV [11]. Details of template match-
ing algorithm with equation explanations can be found in our
previous work [10].

Although template matching has been widely used to estimate
relative motions, the light and feature conditions would affect the
estimation results to a great extent. The improvement on image-
based algorithms could not overcome these intrinsic weaknesses.
With the strain feedback of FBGs that reflects the change of robot
configuration, a model combining the strain data and camera
motion could be trained to assist the real-time camera-based
motion estimation.

C. Learning-Based Motion Estimation Combined With FBG

1) Data-Driven Motion Estimation With FBG: FBGs in the
optical fiber should reflect the robot configuration during robot
motion. The bases for fiber placement are: 1) The FBGs should
be distributed along the places with large strain changes; 2) The
strain changes or wavelength shifts of FBGs should uniquely
map with the robot configuration; 3) The addition of fiber should
not affect the mechanical properties (e.g. bending stiffness and
elasticity) of soft robot; 4) Surface contact on the cylindrical
robot body should not dominate the FBG feedback. Based on
these considerations, we wound the fiber helically on the robot
and sealed it using silicone adhesive. The wrapped optical fiber
with L FBGs provides L wavelength shifts which can be rep-
resented by λ = [λ1 λ2 · · · λL]

T ∈ RL. Wavelength shift λ(k)
at time step k is the difference between current wavelength
vector and the original wavelength vector λ0 (corresponds to
initial robot configuration) (Fig. 1a). For each two adjacent time
steps k and (k + 1), we could obtain the 2D motion vectors in
the camera frame Δz(k + 1) ∈ R2 (Section II-A, B), and the
wavelength shift λ(k) and λ(k + 1). We represent their wave-
length difference asΔλ(k + 1) = λ(k + 1)− λ(k) (Fig. 1a). In
the camera view with abundant features, the estimation results
from template matching during slow and smooth manipulation
could be regarded as a ground truth, which is used to train the
FBG-related estimation model.

Training: The pre-training procedure would collect the
captured endoscopic image at each time step, as well as

the wavelength shift vector λ. The actuation sequence Q =
[q(1) q(2) · · · q(N) ] (N is the sampling number) to the robot
for data exploration is predefined to cover the whole workspace.
The wavelength difference sequence could therefore be obtained
as

ΔΛ =
[
Δλ (1) Δλ (2) · · · Δλ (N)

]

where Δλ(i) = λ(i)− λ(i− 1), i = 1, 2, . . . , N . The images
captured on each step are saved to calculate the 2D motion
Δz(i) = z(i)− z(i− 1) offline, forming the motion sequence

ΔZ =
[
Δz (1) Δz (2) · · · Δz (N)

]
.

Using the feedforward neural network in the deep learning
toolbox of MATLAB, with [ΔΛ Λ ]T as input and ΔZ as
output, we can train a motion estimation model represented as

Δz (i) = M (Δλ (i) ,λ (i)) , i = 1, 2, . . . , N. (1)

Prediction: To increase the processing speed, we convert the
model generated in MATLAB to a dynamic link library (DLL)
that could be called in the C++ environment. The wavelength
receiving via User Datagram Protocol (UDP) and the motion
estimation are both accomplished in Qt Creator, with the motion
estimation at the kth step obtained by

Δzw (k) = M (Δλ (k) ,λ (k))

= M ((λ (k)− λ (k − 1)) ,λ (k)) , k = 1, 2, . . .
(2)

As this model is not related to real-time image processing
once finished the training procedure, it could be regarded as an
independent 2D motion estimator using FBG with a frequency
of at least 30 Hz.

2) Camera-FBG-Combined Motion Estimation: We use the
template matching algorithm for camera-based motion estima-
tion. For each update of the sliding block in time step k (Fig. 1c),
there is a coherence variable β characterizing the similarity
between the sliding block and the template pattern in the last step
(k − 1). The new template position z(k) is finalized by finding
the sliding block that possesses the maximum coherence with
the template at z(k − 1). We define the 2D motion estimation
from step (k − 1) to k by image processing as Δzc(k), with
a coherence β(k). Another motion estimation obtained from
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Fig. 3. Pneumatic-driven 3-chamber robot is used. An optical fiber with
multiplexing 16 FBGs is helically wrapped around the manipulator for sensing
feedback of robot configurations in real time. A monocular endoscopic camera
and a LED module are fixed on the tip cap of robot. Cross-section and axial
views of the robot show the silicone chambers constrained individually with
helical Kevlar strings.

the FBG-related model in (2) is Δzw(k). For the camera-based
estimation, the quality of features limits the accuracy. On the
other hand, FBG is highly sensitive to temperature and tiny
strains, sometimes may involve noise. To avoid their defects for
more reliable estimations, we designed a weighted estimator,
represented as

Δzp (k) = αβ (k) ·Δzc (k) + (1− αβ (k)) ·Δzw (k) (3)

whereα is a constant parameter to adjust the ratio of coherence in
the camera-estimated portion. It is a scaling factor to normalize
the fusion results of two motion estimations. This parameter is
tuned by a heuristic procedure before robot execution. In our
experiment, we initialized it as 0.7. Its value does not bring
notable differences to the tracking accuracy within a small range
of variation (0.6∼0.8).

D. Visual Servo Based on 2D Motion Estimation

With the above enhanced estimation as feedback, we imple-
ment a model-free controller that is inspired by the optimal
control method in [22]. The forward kinematic mapping from
actuation space to task space is represented as

żp = Jq̇ (4)

where zp and q are the absolute 2D position of template to be
tracked and the actuator input respectively, J is the Jacobian
matrix. The inverse kinematics can be discretized to

Δq = J−1Δzp (5)

The core of obtaining Δq in (5) for accurate motion is to
find a proper Jacobian matrix J . For our robot, the 3 degrees of
freedom (DoFs) of the actuator are in the same unit and inde-
pendent of each other. The initialization of J could be achieved
by actuating the 3 DoFs in turn with an incremental amount
Δqi, i = 1, 2, 3 (i.e. the actuation commands are [Δq1 0 0 ],
[ 0 Δq2 0 ] and [ 0 0 Δq3 ] successively), and measuring the
corresponding displacements Δzpi. The initial Jacobian matrix
could be constructed as

J =
[
J1 J2 J3

]
(6)

where J i = Δzpi/Δqi. The obtained Jacobian matrix could
also be updated online, relying on continuously solving a

Fig. 4. Endoscopic scene in abdominal surgery simulated with swine viscera.
The robot is pre-bended to approximate insertion angle of a laparoscope. EM
tracking coils are attached on the tip as the ground truth of end-effector pose.

quadratic programming problem as follows

minimize ‖ΔJ (k + 1)‖
subject to Δzp (k) = J (k + 1)Δq (k)

J (k + 1) = J (k) + ΔJ (k + 1) (7)

where ΔJ(k + 1) is the variable to be optimized, J(k) is
the Jacobian matrix at time k, J(k + 1) is the estimation for
Jacobian at time (k + 1). After obtaining the latest Jacobian,
the command to actuators could be calculated by

Δq (k + 1) = J(k + 1)−1Δz∗
p (k + 1) (8)

where Δz∗
p(k + 1) is the desired motion in camera view.

As illustrated in Fig. 2, the positional command is obtained
by the difference of the desired and current positions of the
feature (Section II-A). The robot is actuated accordingly with the
inverse solution generated from the model-free feedback con-
troller (Section II-D). The change of robot configuration causes
the object movement in the camera view as well as the change
of FBG wavelength. The actual 2D motion will be measured
by fusing the estimates of image processing (Section II-B) and
optical sensing (Section II-C).

III. EXPERIMENTS, RESULTS & DISCUSSION

A. Soft Endoscopic Robot With FBG Sensor Device

The soft robot used in this study is constructed from a
moulded silicone rubber (Ecoflex50, Smooth-on Inc.) segment,
a monocular endoscopic camera, FBG fiber and 3D printed
fixation components (Fig. 3). The continuum robot comprises
of three cylindrical fluidic chambers spaced 120° apart from
each other. Each chamber is constrained radially by a helically
wrapped Kevlar strings in order to only allow expansions on axial
direction. Different combinations of three inflation pressures
capacitate the omnidirectional bending of the robot (∼100°).
An endoscopic camera (OV6930, Depth of view: 8 to 150 mm,
Shanghai E-vision Optoelectronic Co., Ltd.) and a module of
LED illumination are fixed on the tip cap. A central cavity inside
the robot body is reserved to house the cables of camera and
LEDs. With a 90° diagonal field of view, the camera captures
images of 400 × 400 pixels, indicating that a pixel translates
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Fig. 5. Robot following of a predefined “Batman” path in the scene of Fig. 4. (a) The motion estimated by image processing of the endoscopic view alone;
(b) Bright reflective spot displaced along the tissue due to the robot motion. Features in the red block were selected by the user before the motion displacement.
After, such a block was expected to keep matching/tracking at the same square of features (black dotted block indicates the position of selected red block Before),
acting as a static reference for robot to “draw” the path; (c) Actual path of end-effector recorded by EM tracking coils, which project on the same u-v coordinates.
The recorded deviation along those 3 cycles was caused by the error of such a red block matching/tracking.

Fig. 6. Tracking performance of the same “Batman” path in the scene of Fig. 4, with the motion estimated by FBG-enhanced method. (a) The motion estimated
by the FBG-enhanced algorithm in the endoscopic view; (b) The deviation between the selected feature after 3 cycles (difference between the red block and black
dotted block) is obviously reduced, resulting in more accurate tracking in (c) recorded by EM trackers.

to 0.16° field of view. The 3D printed (Stereolithographic) cap
could be worn on the distal (relative to the base of robot) part of
robot. A single-core optical fiber with 16 FBGs (8 mm length
for each FBG) is helically wrapped and adhered (by Sil-Poxy,
Smooth-on Inc.) along the silicone body. The bottom of the robot
is fixed to a 3D printed base that remains stationary. The outer
diameter of the robot is 19 mm and the total length is 95 mm
(including the tip cap). With the optical fiber ($421.5) and the
camera ($780), the price of soft manipulator is ∼$1,210. The
non-consumable FBG interrogator costs ∼$20,000, while the
actuation components cost ∼$400.

B. Experimental Setup

Two different scenarios are constructed, as illustrated in
Fig. 4 and Fig. 8 respectively. The soft manipulator described in
Section III-A is fixed downward, viewing the workspace scene
built from swine viscera to simulate the endoscopic scene in
laparoscopy (Fig. 4), or LEGO (Fig. 8). The distances between
the endoscopic camera and the scene surface are 3 cm and 15 cm,
respectively.

The precision of visual servo control depends on two main
aspects, which are the camera-based motion estimation and
the robot control strategy. The tracking errors could also be
considered from two aspects. The first kind ignores the drift
of tracked template among different image frames, and the

motion estimation is supposed to be reliable. It only reflects the
controller performance (i.e. Figs. 5–6a, 9–10a). Another kind
includes the accuracy of motion estimation (i.e. Figs. 5–6c,
9–10c) and should be evaluated by a more stable ground
truth. As the main purpose of this letter is to improve the
motion estimation accuracy, the validation tasks are designed to
compare the performances of camera-based motion estimation
in [10] with the new FBG-enhanced method, using the same
robot controller. During the tests, two 6D electromagnetic
(EM) trackers (#610059, NDI Aurora) are laterally attached
on the robot tip to record the pose of the end-effector, which
is used as the evaluation ground truth. After each actuation
step, the 2D motion vectors in the camera view could be
calculated by projecting the 3D motion vectors on the current
image plane, which is always perpendicular to the end-effector
normal direction. The actual path in the camera view could be
reconstructed by accumulating these 2D motion vectors.

To obtain the accumulated actual path, we define the 3D
positions and 4D quaternions of two EM coils at time step k
as pi(k), and hi(k), i = 1, 2. The position of end-effector is

p (k) = (p1 (k) + p2 (k)) /2 (9)

the rotation matrixR(k) can be calculated fromh1(k) orh2(k).
Suppose the orthogonal basis for original local end-effector
coordinate is represented as u0 = [1 0 0 ]T , v0 = [0 1 0 ]T and
n0 = [0 0 1 ]T , then the basis vectors at time step k will be
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Fig. 7. Tracking error analysis of the “Batman” path in the laparoscopic scene (Fig. 4). (a) Tracking achieved by image processing, e.g. mean error: 94.45 (SD:
53.55) induced in Cycle 1; (b) Tracking achieved by FBG-enhanced estimation. Curves represent the absolute tracking error in Fig. 5c, 6c and red points illustrate
the maximum error in each cycle.

u(k) = R(k) · u0, v(k) = R(k) · v0 and n(k) = R(k) · n0.
With the 3D motion vector and the current image plane obtained
by Δp(k) = p(k)− p(k − 1) and U(k)V (k) respectively, the
projected motion vector on the image plane is

Δp̂ (k) = Δp (k)− ΔpT (k) · n (k)

|n (k)|2 · n (k) (10)

w.r.t. the generator coordinate. The 2D motion vector w.r.t. image
plane U(k)V (k) is calculated by

Δz (k) =

[
Δp̂T (k) · u (k)

|u (k)|
Δp̂T (k) · v (k)

|v (k)|
]T

(11)

There would be a constant bias angle θ between coil-obtained
Δz(k) and camera-based motion estimation Δzc(k), resulting
from the mounting angle of EM trackers. According to this
calculation method, θ could be obtained by calculating the
mean angle difference using a set of sampling data, similarly
the multiple that reflects the displacement length could also be
calculated. After compensating this bias θ by

Δzs (k) = T ·Δz (k) =

[
cos (θ) sin (θ)

− sin (θ) cos (θ)

]
·Δz (k) (12)

the standard motion vector Δzs(k) is obtained to test the accu-
racy of image-processing-based estimation and FBG- enhanced
estimation.

C. Visual Servo in Feature-Deficient Scenes

The improvement of motion estimation is investigated via
path following tasks. In our previous letter [10], we have tested
a desired path in the “�” shape. The smooth path is defined by 72
points on the 400× 400 px camera frame (with the mean interval
of 15.6828 pixels), generating a closed curve with continuous
gradient. To increase the tracking difficulty, the path designed in
this letter is the outline of Batman logo with several acute angles,
consisting of 127 points with the mean interval of 7.9109 pixels.
The robot is instructed to track a same template pattern in the
laparoscopic scene (Fig. 4) along the Batman path for 3 cycles,
using template matching alone (Fig. 5) and the enhanced method
proposed in this letter (Fig. 6), respectively.

In the camera view, the tracking trajectory of the target
block roughly accords with the Batman path when the 2D
motion estimation are achieved by both template matching and

Fig. 8. Setup in a scene of LEGO. Robot is fixed downward viewing the
workspace scene. An air nozzle is fixed facing the robot to generate force
disturbances. EM tracking coils are attached as the ground truth.

FBG-enhanced method (Fig. 5a, RMSE: 8.5991 pixels, Fig. 6a,
RMSE: 8.6391 pixels), benefitting from the well-performed
closed-loop controller. However, the accuracy of motion es-
timation could be reflected in the actual projected path of
end-effector (Fig. 5c, 6c), which should also be identical with
Fig. 5a, 6a. The 2D estimation error at each step is accumulated
and deviates the EM tracker-reconstructed actual path from the
desired path. The target template drifts and gradually misses the
original target feature (Fig. 5b, 6b). In this task, the to-be-tracked
template block is intentionally defined on the feature-deficient
liver surface. Fig. 5b includes two camera views captured at
the beginning of 1st cycle and the end of 3rd cycle, so does
Fig. 6b. The drift of target template could be observed referring
to the feature marked by black dotted block. The absolute
tracking errors between the actual and desired trajectories are
demonstrated in Fig. 7. The root-mean-square error (RMSE)
for each cycle gradually increases after three-cycle execution,
which are 108.5594, 114.8936 and 122.3500 pixels when using
camera-based tracking, and 14.3578, 17.7591 and 27.2450 pix-
els when using FBG-enhanced tracking. After the enhancement,
the overall tracking error is reduced by 82.3%.

It could be seen that the tracking performance in visual
servoing would be deteriorated under two conditions, one is
in feature-deficient scenes, such as the liver surface in this
task; another is the step length of desired motion. As template
matching is purely based on the features captured in adjacent
camera frames, the estimation would be inaccurate if there are
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Fig. 9. Performance of robot following on the predefined “Batman” path in the scene of Fig. 8. Force disturbances are applied to the end-effector from the nozzle,
with 4 bar pressure at the beginning of the 2nd cycle and 6 bar pressure in the middle of the 2nd cycle, released at the beginning of the 3rd cycle. (a) The motion
estimated by image processing of the endoscopic view alone vibrates during and after the disturbances applied; (b) Features in red block was selected by user
before the motion displacement. After then, yellow dotted block indicates the position of the selected red block before; (c) Actual path of end-effector deviates
gradually after 3 cycles.

Fig. 10. Performance of robot following on the “Batman” path in the scene of Fig. 8 with the motion estimation by enhanced method. (a) Robot motion in the
endoscopic view maintains stable under and after external forces; (b) Feature deviation is well solved; the actual path in (c) demonstrates the improvement.

Fig. 11. Tracking error analysis in the LEGO scene (Fig. 8). (a) Tracking achieved by image processing; (b) Tracking achieved by FBG-enhanced estimation.
Curves represent the absolute error in Fig. 9c, 10c.

few features to be tracked or the features are repeatable in the
camera frame. When the tracking path is defined by dense points,
the motion step size has to be small, aggravating the proportion
of error in each step.

D. Visual Servo Under External Disturbances

Besides the laparoscopic-simulation task, we also set up an
environment using LEGO (Fig. 8) to test another challenge in
visual servo for soft robots, external forces. An air nozzle is
fixed facing the tip of soft robot in a distance of 5 cm and is
connected to an air compressor. The robot is actuated to follow
the same Batman path in Section III-C for 3 cycles. A gust of
“wind” with 4 bar air pressure is exerted on the robot at the

beginning of the 2nd cycle and increased to 6 bar in 0.5 s when
half of the 2nd cycle is finished (taking ∼38 s). The external
pressure is released at the beginning of the 3rd cycle. The 6-bar
pressure is almost the maximum at which the robot could sustain
stable tracking. Although the air compressor outputs constant
air pressure, the force direction and power applied to the robot
varies unpredictably due to the robot motion. The tracking
performances using two kinds of motion estimation methods
are exhibited in Fig. 9 and Fig. 10.

In the camera view, the actual trajectory when using
enhanced motion estimation method is always consistent with
the Batman path, although the path becomes unsmooth when
the external force is applied (Fig. 10a, RMSE: 9.1586 pixels.
max. error: 31.7108 pixels in Cycle 2). However, by the original
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camera-based tracking, the path could not return stable quickly
when the air pressure is released (Fig. 9a), the max. tracking
error in Cycle 3 (32.3634 pixels) is even larger than that of Cycle
2 (26.6751 pixels). One of the reasons is that the step size used
in this method is larger than the one in the enhanced estimation
method (Fig. 10), to reduce the portion of error in each motion
step. If the step size is as small as in the enhanced method, the
actual following path (Fig. 9c, RMSE: 107.6258 pixels, max.
error: 147.4167 pixels in Cycle 3) will deviate the original path
position more seriously. When the force is applied (Cycle 2) and
removed (Cycle 3), the controller using the proposed motion
estimation enables to maintain a stable tracking performance
(Fig. 10c, RMSE: 24.7509 pixels, Max. error: 44.7854 pixels in
Cycle 2; RMSE: 21.0204 pixels, Max. error: 36.5932 pixels in
Cycle 3).

IV. CONCLUSION

This letter has presented an enhanced 2D motion estimation
method in soft robot visual servo utilizing FBG sensors, and
improved the performance of conventional template match-
ing algorithm under dim featured-lacking and force-disturbed
conditions. The optical FBG fiber is helically wrapped along
the manipulator without requirements of assembly, providing
an idea for increasing the capabilities of image processing in
soft robotics by integrating with strain sensors. Sparse strain
measurement enables to be an independent motion sensor, which
could be combined with image processing to improve tracking
accuracy.

In the experiments, robot is actuated to follow a template
in the endoscopic view along a “Batman” path, in a simulated
laparoscopic scenario containing swine viscera. We also validate
the motion estimation method in another LEGO constructed
scenario, where the robot is tested with external forces. The en-
hanced estimation method increased tracking accuracy by 82.3%
when capturing the dark and feature-deficient liver surface with
a close distance (2–4 cm). Under external force, the enhanced
method enables to maintain the tracking in a stable state (RMSE:
24.7509 pixels), while the tracking using image processing only
would encounter an incremental tracking error (RMSE: 48.8868
pixels in Cycle 2 and 107.6258 pixels in Cycle 3) even after the
force is released. High-frequency disturbances were not tested
due to the limitations of robot stiffness and pneumatic actua-
tor dynamics. However, the high sensing frequencies of FBG
(>100Hz) and camera (∼30Hz) allow accurate robot motion
estimation even under high-frequency disturbances. Point-to-
point tracking performance and the effect of reflective water in
the endoscopic view are also tested, as could be seen in the video
attached.

In some peculiar conditions such as the case where the path
to be followed is predefined by dense target points, the image
processing method would meet a tradeoff between tracking
accuracy and smooth tip motion (depending on step size). In
our future work, we plan to expand this setup for 6D camera
localization. We will employ computational mechanics (e.g. Fi-
nite element analysis [23]) to explore how the sensor placement
and density would affect the pose estimation accuracy. Online-
updating sensor fusion algorithms (e.g. linear Kalman filter)

will be investigated for improving our method’s adaptability to
variable visual conditions.
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