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Abstract. In current robotic surgery, dexterity is enhanced by microprocessor 
controlled mechanical wrists which allow motion scaling for reduced gross 
hand movements and improved performance of micro-scale tasks. The continu-
ing evolution of the technology, including force feedback and virtual immobili-
zation through real-time motion adaptation, will permit complex procedures 
such as beating heart surgery to be carried out under a static frame-of-reference. 
In pursuing more adaptive and intelligent robotic designs, the regulatory, ethical 
and legal barriers imposed on interventional surgical robots have given rise to 
the need of a tightly integrated control between the operator and the robot when 
autonomy is considered. This paper outlines the general concept of perceptual 
docking for robotic control and how it can be used for learning and knowledge 
acquisition in robotic assisted minimally invasive surgery such that operator 
specific motor and perceptual/cognitive behaviour is acquired through in situ 
sensing. A gaze contingent framework is presented in this paper as an example 
to illustrate how saccadic eye movements and ocular vergence can be used for 
attention selection, recovering 3D tissue deformation and motor channelling 
during minimally invasive surgical procedures. 
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1   Introduction 

In robotic control, current research is generally carried out under the dichotomy be-
tween autonomous and manipulator technologies. Intelligence of the robot is typically 
pre-acquired through high-level abstraction and environment modelling. With the 
increasing maturity of master-slave technology in robotic surgery, manual dexterity is 
enhanced by microprocessor controlled mechanical wrists that allow motion scaling 
for reduced gross hand movements and improved performance of micro-scale tasks. 
The continuing evolution of the technology, including force feedback and virtual 
immobilization through real-time motion adaptation, will permit more complex pro-
cedures such as beating heart surgery to be carried out under a static frame-of-
reference. The quest for performing ever-complex surgical tasks has given rise to the 
need of more autonomous control in order to augment the capabilities of the surgeon 
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by taking the best from the robot and human. However, the regulatory, ethical and 
legal barriers imposed on interventional surgical robots dictate the need of a tightly 
integrated control between the operator and the robot.  

It is well recognised that the success of Minimally Invasive Surgery (MIS) is cou-
pled with an increasing demand on surgeons’ manual dexterity and visuomotor con-
trol due to the complexity of instrument manipulations. Tissue deformation combined 
with restricted workspace and visibility of an already cluttered environment imposes 
significant challenges on surgical ergonomics related to surgical precision and safety. 
With the availability of robotic assisted MIS, existing research has explored the use of 
motion stabilisation to simplify the execution of delicate surgical tasks such as small 
vessel anastomosis. The stereoscopic optics provided by systems such as the daVinci 
(Intuitive Surgical CA), also offer an ideal platform for incorporating computer vision 
methods for improving surgical workflow through enhanced visualisation.  

Although the fine manipulation capabilities of MIS robots in performing scaled 
down, steady, tremor-free motion are well appreciated, the future clinical impact of 
the technology relies heavily on machine intelligence of the system and its ability in 
bridging the sensory information such as tactile feedback between the tool tip and 
human hands. Recently, the concept of perceptual docking has been developed by 
researchers at Imperial College London, UK for more effective surgical robotic con-
trol. The word docking is different in meaning to the conventional term used in mo-
bile robots - it represents a fundamental paradigm shift of perceptual learning and 
knowledge acquisition for robotic systems in that operator specific motor and percep-
tual/cognitive behaviour is acquired in situ through human-robot interaction. Humans 
have unexcelled flexibility and hand-eye coordination, as well as finely developed 
sense of touch. Our vision system is particularly superior in image understanding, 
feature tracking, 3D perception, morphological registration, and integrating diverse 
sources of visual cues. Whilst the use of conventional computer vision techniques for 
3D structural recovery and registration for intra-operative guidance has encountered 
major difficulties in the presence of large tissue deformation, there has been very 
limited work in making effective use of the human vision system for simplifying, as 
well as augmenting, some of the complex visual processing tasks. 

In this paper, we will provide an overview of the research related to perceptual 
docking and outline some example applications of the system for shifting the compu-
tational burden towards perceptually enabled channels.  

2   Modes of Human-Robot Interface 

Although the introduction of the term perceptual docking is relatively recent, the 
basic idea of bridging the sensory information between human and machine has been 
around for many years. William Grey Walter, who discovered contingent negative 
variation (CNV) effect - an increasing negative shift of the cortical electrical poten-
tials associated with an anticipated response to an expected stimulus, and created 
Machina Speculatrix (a light seeking robotic tortoise), already contemplated the use 
of brain waves for machine control nearly 50 years ago. Whilst creating direct neural 
interface, either one-way or bi-directional, still remains a major research challenge, 
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researchers are increasingly focussed on natural, non-intrusive methods that are prac-
tically useful.  

In brain-computer interface, there is a large number of input features that can be 
measured. These include electrical, magnetic, metabolic, chemical, thermal, mechani-
cal responses to brain activity in both frequency and time-domains. The measurement 
method is mainly determined by the type of input signals to be measured, their loca-
tion, spatial resolution, the degree of required signal-to-noise-ratio (SNR), and the 
potential invasiveness involved. Among these, Electroencephalography (EEG) is one 
of the most researched modalities. Initially it was used for studying auto-regulation 
and cognitive feedback. Back in the 70s, Jacques Vidal had already demonstrated the 
use of computer-generated stimulus to visually evoke potentials to control the move-
ment of a cursor through a two-dimensional maze.  

There are other methods based on measuring electrical activity like epidural elec-
trodes and electrocorticography (ECoG), but these are generally invasive, requiring 
electrodes to be inserted into the brain or spine. Chemical activity in the neurons and 
glia is also a measurable input by using magnetic resonance spectroscopy and inva-
sive probes. It is worth noting that current techniques are mainly geared towards im-
proving the quality of life of the disabled [1-3]. They are still in their infancy and 
generally not suited for controlling complex tasks. 

With the maturity of non-invasive methods, particularly imaging/spectroscopy 
based techniques, alternative methods such as magnetoencephalography (MEG) are 
increasingly being used to measure neural activities. Metabolic features can also be 
used as input channels and they generally rely on measuring changes in blood flow 
which can be quantified by fMRI [4], PET and more recently NIRS (Near Infrared 
Spectroscopy). NIRS can measure changes in cortical oxygenation using refraction of 
light in living tissues with high circulation density [5]. It is non-invasive and rela-
tively inexpensive. For example, Coyle et al. [6] demonstrated a fNIRS based brain-
computer interface that used motor imagery as a “mindswitch”. A similar application 
is proposed by Tsubone et al [7]. Sitaram et al. [8] demonstrated a spelling task via 
online control of sensorimotor brain areas in a small group of healthy subjects. More 
recently, Leff et al. demonstrated how NIRS could be effectively used to identify 
cortical activation patterns between novice and experienced surgeons [9-12]. Dy-
namic topographs of cortical oxyhaemoglobin intensity changes have been used to 
study prefrontal response to surgical tasks. The prefrontal cortex is known to be vital 
for acquisition of visuomotor skills, but its role in the attainment of complex technical 
skills in terms of both perceptual and motor components, remains poorly understood. 
It has been shown that its response is highly dependent on technical expertise and 
manifold embedding has been used to depict practice dependent reorganisation of 
cortical behaviour in surgical novices [11].  

 Although these studies have provided insight into certain cortical activation pat-
terns in surgical tasks, their practical use in perceptual docking for robotic control still 
remains farfetched. For practical applications, the input channels need to be non-
intrusive and can be naturally (or pervasively) integrated into the working environ-
ment. In this regard, the use of remote eye-tracking provides a practical way forward.  
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3   Gaze-Contingent Perceptual Docking 

One of the strongest depth cues available to human is the horizontal disparity that 
exists between the two retinal images. During surgery, the operating surgeons con-
stantly perform saccadic eye movements and fixations which reflect their attention 
and cognitive visual search strategies. There is a close relationship between the hori-
zontal disparity and depth perception, which varies with the viewing distance. More 
specifically, as the fixation point moves away from the observer, the horizontal dis-
parity between the two retinal images decreases. In order to extract quantitative in-
formation regarding the depth of the fixation point, ocular vergence needs to be 
measured, thus providing a veridical interpretation of stereoscopic depth. One tech-
nique of achieving this is video-oculography. This is a non-intrusive video based 
approach used to measure the corneal reflection from a fixed infrared light source in 
relation to the centre of the pupil, which can be mapped to a unique eye gaze direc-
tion. The combined tracking of both eyes provides a binocular vergence measure, 
which in turn can determine the 3D fixation point. 

Eye tracking research has a long history in experimental psychology and it pro-
vides objective and quantitative evidence of the user’s visual and (mostly overt) atten-
tion processes. Visual search is the act of searching for a target within a scene and the 
myriad of visual search tasks performed in surgery is so large that it has become a 
reactive rather than deliberative process for most common tasks. During visual 
searches for a defined target there is evidence for both parallel search, with the target 
being the first and only fixation point, and for sequential search, in which several 
fixation points are found leading to the target. The intrinsic dynamics of eye move-
ment are complex, and saccadic eye movement is the most important to consider 
when studying visual search [13]. The modelling of visual search and information 
seeking behaviour has attracted significant research interests as it is essential for elu-
cidating the idiosyncrasy behind individual search patterns. Currently, there is a wide-
spread use of eye tracking techniques for art, engineering, psychology, cognitive 
science, behaviour science, human-machine interfacing, ergonomics, market research, 
and medical imaging. Related to visual information processing, it has been used for 
devising gaze contingent systems for medical imaging, image communication, virtual 
reality displays, image analysis, and robotic vision. The reason for its recent, acceler-
ated use beyond psychological laboratory settings is largely due to advances in 
CMOS sensors and computing technologies, which make the accuracy, robustness, 
and calibration processes of the eye-tracking device amenable to practical use. 

One of the important uses of the eye tracking information is to reveal the underly-
ing cognitive process involved in surgery. The richness of information provided by 
eye tracking provides both opportunities and challenges to human robot interaction. 
Current research in gaze contingent perceptual docking is focussed on the use of eye 
tracking for commanding instrument control. In MIS, this includes simple instrument 
manoeuvres such as automatic targeting and panning of the laparoscope, and extract-
ing the intention and visual search strategies of the operator for characterising the 
visual pathways in deploying hand-eye controls. This allows the design of gaze-
adapted user interface for intelligent instrument manipulation. Specific research issues  
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Fig. 1. The experimental setup for the gaze-contingent perceptual docking studies (centre). A 
binocular eye tracker (a, b, c) is integrated in the daVinci surgical console and a 6-DOF haptic 
device is used for the experiments. d) Eye tracking is also used for gaze-contingent augmented 
reality [16]. 

currently being addressed include how to deal with visual relevance feedback (which 
in many cases could be implicitly applied), how to deal with overt and covert attention, 
and how to detect visual saliency and attention. Extensive results have already been 
generated for using binocular eye tracking for extracting depth from the soft tissue, 
continuous tracking of tissue deformation [14-15], controlling articulated surgical tools 
and providing the surgeon with gaze-contingent augmented reality [16]. An example 
setup of the binocular eye tracking on a daVinci system is shown in Fig. 1. 

4   Gaze-Contingent Motor Channelling 

Executing dexterous surgical tasks under a static frame of reference for a moving 
object is one of the ultimate goals of robotic surgery. Current approaches to motion 
stabilisation are mainly achieved through a mechanical endoscopic stabilizer which 
provides intracorporeal articulation and facilitates placement of the device to the tar-
get vessel. To avoid tools entering unsafe anatomical regions, the concept of active 
constraints (or virtual fixtures, surgical macros) has been introduced. If the tool ap-
proaches a volume of space previously defined to be forbidden, the robot can prevent 
further motion in that direction. In its early implementation of virtual fixtures, the 
method only relied on pre-operative registered data and fiducial markers without 
incorporating force sensors. The surgeon can differentiate between cutting hard or 
soft tissues via the control instrument. They can also manually define safe regions in 
order to limit the manipulator movement by directing the tool either perpendicularly 
or tangentially away from a forbidden boundary. This manipulation constraint was 
first proposed by Rosenberg [17].  

In practice, active constraint is a perceptual overlay of abstract sensory informa-
tion on a workspace in order to improve the fidelity of the link between the operator  
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and environment. Similar to a ruler guiding a pencil, the idea is to reduce the human 
sensory workload in performing remote-control tasks. The synergistic use of visual-
motor cooperation allows perceptual-motor skills to be combined with the constraints 
provided by the robot, allowing an accurate and safe operation. In implementations of 
active constraints to date, the boundaries have always been defined pre-operatively 
and remained static throughout the operation. To perform dynamic update of the con-
straints in response to tissue deformation and changing surgical conditions, it requires 
accurate extraction of 3D structural changes either through intra-operative imaging or 
biomechanical modelling of the target anatomy.  

One of the prerequisites of image guided intervention and introducing active con-
straints is the correct registration and fusion of the 3D data to the target anatomy. This 
is difficult in MIS, particularly for cardiac procedures due to the deflation of the lung, 
insufflation of the chest and application of surgical tools, which all contribute to sig-
nificant morphological deformation and dynamic changes of the heart. Another sig-
nificant challenge of beating heart surgery is the destabilization introduced by cardiac 
and respiratory motion, which severely affects precise tissue-instrument interactions 
and the execution of complex grafts. Mechanical stabilizers permit off-pump proce-
dures by locally stabilizing the target area while the rest of the heart supports blood 
circulation. Despite this, residual motion remains, which still complicates delicate 
tasks such as small vessel anastomosis. These problems are compounded with re-
duced access to the internal anatomy inherent in MIS, which impose difficulties on 
target localization. 

Based on binocular eye-tracking, we have recently proposed the concept of gaze-
contingent motor channelling for augmenting the surgeon’s motor abilities in control-
ling the surgical instruments with the aid of human vision [18]. With this framework, 
tissue geometry and deformation recovery can be obtained through binocular eye 
tracking by measuring ocular vergence during robotic assisted MIS. Through the 
known intrinsic and extrinsic parameters of the calibrated stereo laparoscopic camera, 
the 3D distance between the surgeon’s eye fixation point on the tissue and the laparo-
scopic instrument can be recovered. By implementing force interactions based on the 
relative separation between the fixation point and the position of the surgical instru-
ment, there is a strong indication that manipulation of the instrument is enhanced and 
hand-eye coordination is significantly improved.   

Fig. 2a illustrates a haptic-master surgical manipulation station which consists of a 
stereoscopic console, a binocular eye tracker and two haptic devices used to control 
the surgical instrument. The exerted attractive forces are based on the separation be-
tween the fixation point and the instrument. It has been shown that the amount of 
improvement achieved in instrument manipulation with and without the use of visual-
motor channelling is significant. It is expected that this approach can also benefit 
many of the existing human-computer interfaces used in tele-presence robot manipu-
lation. As shown in Fig. 2b, a haptic boundary comprising cones and a plate is formed 
and located on the eye-fixation point on the tissue surface. This is used to confine the 
instrument working space into a safe region such that the operator is only allowed to 
approach the deforming tissue (epicardial surface in this example) through the conical 
pathway defined [18]. 
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Fig. 2. (a) The conceptual design of a haptic and eye tracking enabled manipulation control 
station; (b) the conical pathways carved out underneath the safety boundary based on the fixa-
tion point of the surgeon; the graph demonstrates the improvement achieved in terms of instru-
ment manipulation during a motor tracking task of a deforming tissue with and without gaze 
contingent motor channelling 

5   Improved Haptics and Perceptual Feedback 

In robotic surgery, the use of master-slave technology has created a physical separa-
tion between the surgeon and the patient. The use of servo controller also introduces a 
missing link between the visual and the motor sensory channels. To reconnect the 
visuomotor sensory feedback, both cutaneous tactile and kinesthetic forces have to be 
incorporated into the control interfaces. Some early psycho-haptic experiments de-
signed by Okamura et al. characterized the problem with the deficiency of haptic 
feedback in tele-manipulation surgery [19]. Although there is substantial research 
work on haptic feedback [20-23], this is mainly limited to simulating the force reac-
tions between tissue and surgical instruments. Realistic in vivo haptic sensing is diffi-
cult to obtain in complicated robot manipulation environments since the instruments 
are usually interacting with many objects concurrently (e.g. trocar, tissue and other 
tools). Because of this, multiple miniaturised force sensors need to be embedded in 
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the surgical instrument with practical considerations of biocompatibility, sterilization 
and interactive tactile displays.  

Currently, most haptic force feedback devices are limited to generating point 
forces and torque reaction to the user’s hand. Example platforms include the well-
known 6 DOF haptic feedback devices, such as the PHANTOM device designed with 
an articulated joint from SensAble Technologies, and Novint Falcon that incorporates 
a parallel mechanism. Other platforms include a general purpose 7 DOF haptic device 
for surgery [24], the magnetic levitation haptic device used for texture sensory per-
ception and haptic rendering [25], and the CyberGrasp haptic system. The latest trend 
in perceptual feedback is in the introduction of haptic interfaces for portable devices. 
An emerging concept in haptic research also involves collaborative haptic audio vis-
ual environments [26]. For these systems to be practical, the weight of the haptic 
devices must be reduced and ideally should be made wireless. Significant improve-
ments in bandwidth and latency will facilitate realistic playback of recorded sensa-
tion. Haptic data compression schemes that exploit human psychosensory limitations 
will also help to make bandwidth demands more practical. Currently, high fidelity 
haptic rendering is an actively pursued research topic [27]. It requires the handling of 
high frequency updates to reduce instability and interestingly, haptic sensor architec-
ture can also be applied to biometrics for multi factor authentication [28]. In a surgical 
environment, user profiles can be retrieved so that the robot can adapt to the specific 
behaviour or preference of the operator [29].  

In terms of perceptual feedback, another important research challenge is in the 
provision of high-fidelity augmented reality by effectively combining pre- and intra-
operative data such that one can see beyond the exposed tissue surface. This also 
entails accurate modelling and simulation of soft tissue combined with direct in vivo, 
in situ sensing and imaging. Current research has already made significant in roads 
into real-time AR systems and the development of in situ tissue characterisation tech-
niques based on multi-excitation, multi-spectral imaging to permit simultaneous mor-
phological and functional mapping. It also permits multi-scale image integration such 
that the visual perceptual capability of the surgeon is significantly enhanced.   

6   Conclusions 

Empowering robots with human intelligence represents one of the ultimate goals of 
robotic research. The regulatory, ethical and legal barriers imposed on interventional 
surgical robots give rise to the need of a tightly integrated control between the operator 
and robot when autonomy is pursued. The concept of perceptual docking represents a 
new way of knowledge acquisition for robotic systems by using in situ learning of 
operator specific motor and perceptual/cognitive behaviour. In robotic surgery, the 
technology has developed to a stage that improved motion stabilisation, intra-operative 
guidance, and active constraints need to be deployed to ensure operating accuracy and 
consistency. The use of perceptual docking naturally avoids some of the major techni-
cal hurdles of existing approaches and the technique is also expected to benefit other 
applications of robotic control beyond surgery.    
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